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Fig. 1. We present a novel approach for generating tactile illustrations to improve shape understanding in blind individuals. (a) Physical 3D object (3D printed).
(b) The input to our pipeline is a pre-partitioned object, colors indicate segmented parts. (c) A local camera is assigned to each part, with a master camera to
combine the resulting multi-projection image. (d) Resulting stylized illustration. Cross-sections are used for texturing the interior of each part to communicate
surface geometry. (e) We evaluated the technique in a user study with 20 blind participants. Tactile illustrations were fabricated using microcapsule paper.

Members of the blind and visually impaired community rely heavily on

tactile illustrations – raised line graphics on paper that are felt by hand – to

understand geometric ideas in school textbooks, depict a story in children’s

books, or conceptualize exhibits in museums. However, these illustrations

often fail to achieve their goals, in large part due to the lack of understanding

in how 3D shapes can be represented in 2D projections. This paper describes

a new technique to design tactile illustrations considering the needs of blind

individuals. Successful illustration design of 3D objects presupposes identifi-

cation and combination of important information in topology and geometry.

We propose a twofold approach to improve shape understanding. First, we

introduce a part-based multi-projection rendering strategy to display geo-

metric information of 3D shapes, making use of canonical viewpoints and

removing reliance on traditional perspective projections. Second, curvature

information is extracted from cross sections and embedded as textures in

our illustrations.

CCS Concepts: • Human-centered computing → Accessibility systems
and tools; • Computing methodologies → Shape analysis; Perception;
Non-photorealistic rendering.

Additional Key Words and Phrases: fabrication, design, accessibility, tactile

shape perception, tactile images, non-photorealistic rendering

Authors’ addresses: Athina Panotopoulou, athina.panotopoulou@dartmouth.edu, Dart-

mouth College and Boston University, USA; Xiaoting Zhang, xiaoting@bu.edu; Tammy

Qiu, tqiu@bu.edu; Emily Whiting, whiting@bu.edu, Boston University, USA; Xing-

Dong Yang, xing-dong.yang@dartmouth.edu, Dartmouth College, USA.

© 2020 Association for Computing Machinery.

This is the author’s version of the work. It is posted here for your personal use. Not for

redistribution. The definitive Version of Record was published in ACM Transactions on
Graphics, https://doi.org/10.1145/3386569.3392388.

ACM Reference Format:
Athina Panotopoulou, Xiaoting Zhang, TammyQiu, Xing-Dong Yang, and Emily

Whiting. 2020. Tactile Line Drawings for Improved Shape Understanding

in Blind and Visually Impaired Users. ACM Trans. Graph. 39, 4, Article 89
(July 2020), 13 pages. https://doi.org/10.1145/3386569.3392388

1 INTRODUCTION
Understanding the 3D geometry of everyday objects via 2D media is

essential to live, learn, and work. Designers communicate the shape

of a product (e.g., a chair) via sketches and renderings. Consumers

understand the design by browsing images of the product in a cata-

logue. Students learn physics, such as why a plane is shaped in a

certain way for aerodynamics, from figures in a textbook. Visual

perception of complex 3D geometry from a 2D projection is taken

for granted by people with healthy vision. However, for people with

near or total blindness, understanding 3D geometry of daily objects

from current media is extremely challenging.

In this paper we introduce a novel approach to generating tactile
line drawings that aid 3D shape understanding in users with near or

total blindness, enabling the blind community to perceive complex

3D objects from 2D media. Members of the blind community rely

heavily on tactile illustrations, defined as raised graphics (e.g. on

paper) that are felt by hand. Common uses of tactile illustrations

are to make visual information accessible in textbooks, maps [Brock

et al. 2015], scientific diagrams [Brown and Hurst 2012], children’s

literature [Claudet et al. 2008; Stangl et al. 2014; Stangl 2019], or

museum exhibits. The tactile illustration in Figure 2 shows two rep-

resentative samples, both used to give access to artifacts displayed

in the Museum of Fine Arts Boston.
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Fig. 2. Tactile illustrations (a,c) displayed alongside exhibits in the Museum
of Fine Arts Boston (b,d) for accessibility purposes (Photographs ©Museum
of Fine Arts, Boston, www.mfa.org). Black areas in illustrations indicate
raised regions on the paper surface that can be perceived by touch.

To design these types of tactile illustrations, designers rely on

guidelines provided by a number of associations, such as the Braille

Authority of North America [2010]. Hundreds of pages of rules

make manual design time consuming. For example, rules related to

size, placement, variety, and form of different elements (e.g. lines,

textures, points, labels, titles, and captions) permit easier explo-

ration. Rules related to simplification, separation, elimination, and

distortion of the illustration avoid clutter. Rules related to semantic

segmentation, keying of the design, and selection of viewpoints

permit easier understanding.

Unfortunately, studies have shown that shape understanding is

flawed in traditional tactile diagrams, which can be seen from low

object identification scores [Klatzky et al. 1993]. We aim to improve

shape understanding by re-evaluating graphic design considerations

and accounting for the unique needs of blind individuals. For exam-

ple, while current tactile illustrations are created from a standard

single viewpoint, a blind individual who has never had access to

visual information might find it unnatural to explore a visual image

that includes perspective distortions. This is supported by drawings

created by blind individuals [Kennedy 1993], in which illustrations

of 3D objects appear to use a “fold-out” method to arrange faces

onto a flat surface [Kurze 1997].

In this paper we first present two formative studies that moti-

vated our approach to tactile illustration. We investigate salient

shape properties in tactile perception, and assess the strengths and

weaknesses of existing tactile illustration styles. Next, we propose a

novel method to render tactile graphics with a focus on improving

shape understanding of 3D objects. We design a pipeline introduc-

ing a multi-projection rendering approach combined with texture

infills that communicate surface geometry. Compared to a single-

viewpoint illustration, our multi-projection method carefully places

a local camera for each semantic part of the input object, so that

each part may be rendered from its optimal viewpoint. A composit-

ing stage aligns image layers created from each camera to maintain

proper connectivity of the input object. Our texturing technique

then uses closely spaced lines generated from cross sections to give

cues about surface geometry of the object. In summary, we make

the following contributions:

• We present results of a formative study involving sculpting

3D objects, aiming to discover salient information for blind

users in haptic shape understanding (Sec. 3.1).

• We present results of a second formative study on the suc-

cess of existing 2D tactile illustration guidelines for shape

understanding (Sec. 3.2).

• We introduce a new design methodology for tactile illustra-

tions based on the outcome of our formative studies, apply-

ing techniques in multi-projection rendering and geometry-

aware textures (Sec. 4).

• We design and implement a user study evaluating the ability

for blind users to understand 3D shape with our new illustra-

tion style (Sec. 5).

2 RELATED WORK
Our approach to tactile graphics is motivated by cognitive princi-

ples in tactile perception and design principles of stylized graphic

illustration.

Tactile Perception. Mental representations in shape understand-

ing are an active area of research in psychology and neurobiology,

particularly concerning similarities in how humans perceive shapes

visually and through touch [Farley Norman et al. 2004; James et al.

2002; Lakatos and Marks 1999]. A prominent theory on shape un-

derstanding is “recognition by components" [Biederman 1987; Blake

and Sekuler 2006], suggesting that our visual system processes shape

information by representing an object as a spatial arrangement of

3D parts called geons (generalized cones). Our visual system extracts

geons and their arrangement from an image to recognize the object.

Visual translation theory hypothesizes that haptic perception is

translated to the same visual representations [Cooke et al. 2007;

Erdogan et al. 2014; Handjaras et al. 2016; Lederman and Klatzky

2009], while other work suggests vision and haptics are functionally

overlapping but do not necessarily have equivalent representations

of 3D shapes [Farley Norman et al. 2004; James et al. 2002; Lakatos

and Marks 1999]. Our proposed work on illustration style abides

by visual shape recognition theory, where pictorial representations

should clearly show subcomponents and their arrangement in space

[Thompson et al. 2006].

Tactile illustrations. Tactile illustrations are typically made by ex-

pert designers in a time consuming process, involving identification

and application of principles from existing guidelines (e.g. Braille

Authority of North America [2010]). Rules relate to use of points,

lines, textures, and labels, as well as clutter avoidance, e.g., by elim-

ination, simplification, or separation of graphical elements. How-

ever, previous studies have still shown poor 3D shape perception

from traditional 2D tactile diagrams. Similar to our formative study

(Sec. 3.2), Klatzky et al. [1993] cite success rates at the level of 30%

for identifying everyday objects, with some improvement observed

for textured images compared to raised line graphics [Theurel et al.

2013]. Thompson and Chronicle [2006] introduced the TexyForm

system and discuss the need for re-evaluation of design methods.

Automatic tactile illustration generation has been studied for

2D input images, with improved edge extraction [Hernandez and

Barner 2000], and filters for removing details too small to be per-

ceived by touch [Way and Barner 1997]. In contrast, our proposed

semi-automatic method operates on 3D geometric input and in-

troduces a new stylization procedure. We were inspired by two
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lines of work that explored non-standard illustration techniques:

a) First, the procedure of “unfolding" or “flattening" 3D shapes to

obtain 2D depictions [Kurze 1997], based on drawings made by

blind individuals. We expand on this idea with a multi-projection

strategy for general 3D objects to create flattened illustrations. Our

approach considers viewpoint selection, known to play a key role

in 3D shape recognition [Farley Norman et al. 2004]. b) Second, we

expand on the use of line curvature and orientation, which have

been shown to be salient features [Hsiao 2008; Yau et al. 2015], used

successfully in 2D tactile Braille and Moon alphabets [Moore 2011].

Thompson et al. [2006] studied the use of curvature lines in shape

perception, however, examples were constructed case by case and

did not provide a system for application on novel objects. We de-

velop a systematic approach to the design of tactile illustrations

requiring minimal manual intervention.

More broadly, research on tactile graphics covers a range of ap-

plications such as maps and scientific diagrams [Brock et al. 2015;

Brown and Hurst 2012], computer user interfaces [Li et al. 2019],

children books [Cottin et al. 2008; Kim et al. 2015, 2014; Kim and

Yeh 2015; Stangl et al. 2014; Stangl 2019; Walsh 2017], and artistic

pieces [Ré 1981]. See Levesque [2005] for a survey.

Stylized Rendering. Extensive work has been done in computer

graphics on non-photorealistic line drawings that improve how

shape and topology are conveyed [Grabli et al. 2004]. E.g., using

suggestive contours [DeCarlo et al. 2003], emulating pen strokes on

parametric surfaces [Winkenbach and Salesin 1996], and silhouettes

and hatching [Hertzmann and Zorin 2000; Kalogerakis et al. 2012;

Praun et al. 2001; Zander et al. 2004]. Studies show the effectiveness

of these techniques in depicting shape [Cole et al. 2009]. However

these methods were designed for visual perception, and properties

such as shading due to illumination are not relevant to tactile per-

ception. Further, the cutaneous system for touch is limited in spatial

resolution compared to the visual system [Blake and Sekuler 2006;

Lederman and Klatzky 2009]. High frequency details are lost when

perceiving haptically raised lines. Way and Barner [1997] identi-

fied size restrictions for the low resolution sense of touch which

are enforced in most guidelines [Hasty 1999; McLennan et al. 1998;

of North America 2010].

Geometric modifications can provide stylization [Liu and Jacob-

son 2019], or help visualize internal structure with approaches such

as cutaways [Li et al. 2007], splitting objects [Islam et al. 2004],

or using deformations [McGuffin et al. 2003]. Geometric modifica-

tions also help display the global shape of forms, by abstracting the

geometry [Mehra et al. 2009], or improving visibility in exploded

diagrams [Li et al. 2008; Tatzgern et al. 2010] for, e.g., complex me-

chanical assemblies. Non-geometric modifications include material

changes, such as the use of transparency and ghosting [Diepstraten

et al. 2003].

When representing 3D shapes in 2D media, choice of camera

projections vary significantly depending on use case. For example,

orthographic and oblique projections are used widely in CAD and

technical drawing design [Ching and P. 2019; Krikke 2000], while

linear convergent perspective projection is found more commonly,

e.g., in videogames and film. Linear divergent perspective is used

in artistic drawing [Howard and Allison 2011; JMS 2010], and non

linear perspective (e.g. curvilinear perspective [Sudarsanam et al.

2005]) projection characterizes wide angle photography and some

artistic stylizations, e.g., Escher [Brosz et al. 2007]. Past work in

multi-projection rendering [Agrawala et al. 2000; Yu and McMillan

2004] shows how images from different camera viewpoints can be

combined into a single image. We draw from the multi-projection

approach of Agrawala et al. [2000] and extend their work to using

local cameras for segmented parts within the same object.

3 FORMATIVE STUDIES
In this section we present two formative studies that guided our new

design approach for tactile illustrations. The first investigates what

information is considered salient in tactile shape understanding.

The second study assesses how successfully existing illustration

guidelines convey 3D shape information.

3.1 User Study 1: 3D Object Replication
We performed an object replication task to develop a deeper under-

standing of shape characteristics blind people consider salient. The

experiment involved a sculpting task where the aim was to identify

shape characteristics that participants focus on.

Fig. 3. Sculptures from User Study 1. (Top row) Reference objects. (Middle
row) Participant 1 sculptures. (Bottom row) Participant 2 sculptures.

3.1.1 Apparatus and Participants. A variety of man-made and nat-

ural objects with different levels of shape complexity were selected.

Two congenitally blind participants (1 female) participated in the

study, where they were given an hour to sculpt five shapes, includ-

ing a pyramid, dolphin, cup, chair, and human in a neutral standing

pose (Fig. 3, top row) using 4 oz of polymer clay for each shape.

3.1.2 Task and Procedure. Participants were instructed to sculpt

replicas of the shapes. They were also asked to identify each ob-

ject and describe its shape and any difficulties encountered while

sculpting.

3.1.3 Observations. The results of the study (see Fig. 3) suggest a

number of interesting findings. First, the participants segmented

the shapes into distinct geometric parts (F1). For example, they first

created the four chair legs and brace segments, then proceeded to

connect the pieces together. Participants were also able to correctly

follow the topology of the reference shapes (F2). An example of
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this is sculpting the correct number of pieces to construct the legs

in the chair model. They were also able to sense simple shapes

of the objects or the cross-section of a part (e.g., square base for

the pyramid, rounded cross-section for the body of the dolphin, or

cylindrical cross-section for the cup). Participants were also able

to notice differences when cross-sections change within the same

part (F3). For example, they noticed the change in cross-section

from the front to the back of the dolphin body. Participants also pay

attention to the curvature properties of the surface geometry (F4).
For example, they flattened the facets of the pyramid and created

distinct edges, or sculpted a rounded shape for the dolphin’s body.

Participants encountered a number of challenges during the study.

For example, participants were unable to accurately replicate po-

sitions of parts (F5). Sometimes they even misidentified relative

positions (e.g., failing to make the dolphin’s pectoral flippers sym-

metric). The participants also experienced difficulties in accurately

capturing proportions (F6), e.g., the height-to-width ratio of the

pyramid was less important than replicating a sharp point at the

apex.

Our findings suggest that to communicate 3D shape information

effectively to blind users, the following important characteristics

should be conveyed through the illustration:

• Distinct parts within an object (F1)

• Topology of the shape (i.e. preserve part connectivity) (F2)

• Cross section shape and propagation (F3)

• Curvature of surface geometry (F4)

Our findings also suggest that the following characteristics have

low importance in shape understanding:

• Accurate placement of the connection points (F5)

• Accurate proportions (F6)

Note that F5-F6 were independently observed, not inferred from

F1-F4. The preliminary findings in our object replication study align

well with existing theory on shape understanding, in particular the

“recognition by components” theory [Biederman 1987; Blake and

Sekuler 2006] of how any view of an object can be represented as a

spatial arrangement of 3D parts (called geons, or generalized cones).

3.2 User Study 2: Assessment of Existing Illustration
Guidelines

3.2.1 Apparatus and Participants. Seven congenitally blind partici-

pants (3 female, aged between 30 and 72) participated in our study.

We chose five reference objects familiar to our participants: teapot,

lamp, eyeglasses, chair, and rocking horse. We created tactile illus-

trations for each object in three different styles (Fig. 4):

(1) Line drawing with object in non-canonical view (also known

as perspective or 3/4 view).

(2) Line drawing with object in canonical view (e.g. front or side).

(3) Line drawing with canonical view and texture-infills to indi-

cate different semantic regions in the illustration.

In case (2) we used two viewpoints (i.e. 2 corresponding illus-

trations) if important information was contained in both, follow-

ing recommendations by the Braille Authority of North America

(BANA) guidelines [2010]. In case (3) the separation into semantic

regions and selection of textures were following BANA guidelines.

All illustrations were made by a trained graphic designer. The phys-

ical tactile diagrams were created by laser engraving commercially

available capsule paper.

Fig. 4. 3D printed reference objects for User Study 2 (row 1). Corresponding
illustrations: non-canonical views (row 2), canonical views (row 3), and
textured canonical views(row 4).

3.2.2 Task and Procedure. During the study, participantswere asked
to use the three tactile illustrations to recognize the tested objects,

identify parts of the objects (e.g., locate the spout of the teapot),

explain the perceived shape of the parts, explain the connection

between the parts (e.g., where the spout connects to the main ves-

sel), and count the number of the parts. We showed the objects in

the same sequence to all users: (1) non canonical, (2) canonical, (3)

textured canonical.

3.2.3 Observations. Several important findings were observed from

our study regarding the key characteristics related to tactile line-

drawings in communicating 3D shape information, including the

number of viewpoints, viewpoint selection, occlusion, and shape

understanding.

Multiple viewpoints. According to the Braille Authority of North

America (BANA) guidelines for tactile graphics [2010], multiple

views should be provided if they contain information important

for the intended task (guidelines: 10.1.4; 7.1.1.5; 3.6.2). However,

we found people could not successfully identify correspondences

between the different illustrations (F7). Instead, participants often
chose to explore their preferred viewpoint to perform a task, even

if the essential information was contained in the other view. It was

considered cumbersome to explore more than one diagram at a time.

Viewpoint Selection. Selection of viewpoints has been shown to

influence object recognition accuracy [Heller et al. 2009]. We also

found that participants’ ability to identify an object from an illus-

tration had higher success rates for canonical viewpoints (21%) vs.

non-canonical viewpoints (6%) (F8). However, participants were gen-
erally not satisfied with any of the canonical viewpoints provided.

For example, in the eyeglasses illustrations participants commented

that the front view depicted the correct size for the lenses but the
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wrong size for the frame arms, and the opposite was true for the

side view. A participant suggested combining viewpoints: showing

the lenses from the front and the frame arms from the side. That is,

create a combined multi-projection image in which each part will

be shown in its optimal view (F9).

Occlusions. One of the most common complaints from partici-

pants was the absence of parts from the diagrams, which was a con-

sequence of occlusion (F10). For example, in the chair illustrations,

front and side views were provided (see Fig. 4) and a participant

indicated that the chair seemed to have 2 legs instead of 4. This is

consistent with an existing study by Moringen et al. [2017] that

showed occlusions affect tactile shape recognition.

Shape understanding. Illustrations rendered in canonical views

were generally better for understanding surface geometry compared

to non-canonical views (F8). When asked about parts being more

rectangular vs. cylindrical, users were 71% correct for canonical

illustrations vs. 48% for non-canonical views. However, in some

cases the non-canonical views improved shape understanding. For

example, the non-canonical view of the teapot was more successful

for recognizing the spherical shape of the main container, whereas

in the canonical view it was perceived as cylindrical or cubical. Pos-

sible reasons are the curved edge along the bottom of the teapot and

ellipsoidal shape of the lid (see Fig. 4). This is in agreement with a

study by Thompson et al. [2006] which showed that curved lines as

textures in tactile illustrations give indication about the geometry of

the represented shape. Further, a study by Yau et al. [2015] showed

that line orientations and the level of curvature and curvature di-

rection of lines changes are identifiable by touch (F11).

3.2.4 Foundations for the new design. Based on User Study 2, we

propose a number of additional design guidelines to facilitate 3D

shape understanding using tactile illustrations:

• Contain all information in a single illustration (F7)

• Depict canonical viewpoints (F8)

• Combine multiple viewpoints within a single illustration so

that each part of the object can be depicted optimally (F9)

• Choose a viewpoint of the object to reduce occlusions (F10)

• Use curved lines to communicate surface geometry (F11)

4 TACTILE ILLUSTRATION METHOD

4.1 Overview
Given the design foundations derived from our formative studies, we

present a new approach to creating tactile illustrations of 3D objects.

Our method combines images from different viewpoints, applying

techniques in multi-projection rendering. We also introduce a new

approach to generating tactile infill textures that communicate the

surface geometry of the object.

Our illustration approach draws inspiration from the artistic

multi-projection rendering stylization introduced by Agrawala et

al. [2000]. Similar to their work, we create a set of local cameras

which render images from different viewpoints. We then employ a

master camera to combine the local renderings into a single layered

image. A key difference to Agrawala et al. [2000] is that our local

cameras are assigned to segmented parts within the same object.

This means our method must constrain relative positions of part-

level renderings in order to maintain correct connectivity in the final

illustration. Further, our approach automates camera positioning

by defining a notion of optimal viewpoint for each part.

The input to our pipeline is a partitioned 3D object. Users can

either manually partition the object or use an automated technique

(e.g. [Zhou et al. 2015]). We use the PartNet dataset [Mo et al. 2019]

consisting of pre-partitioned 3D objects in a wide range of common

object categories, and provided in up-right orientation. Our pipeline

outputs a stylized multi-projection rendering, which can then be

fabricated to produce a tactile illustration. The main steps of our

algorithm are as follows:

(1) Determine local camera poses. A part camera is assigned to

generate a rendering for each decomposed part of the object,

with position and orientation chosen according to visibility

objectives (Sec. 4.3). Amaster camera is employed to combine

the multiple renderings into a unified illustration (Sec. 4.2).

(2) Generate texture infills for each part rendering. We integrate

surface geometry information using cross-sections extracted

along the object skeleton (Sec. 4.4).

(3) Compositing the final illustration from local part renderings.

The combination of image layers accounts for relative up-

vector alignment (Sec. 4.5), part connectivity within the 3D

object, and occlusion handling (Sec. 4.6).

4.2 Master camera placement
In ourmulti-projection approach amaster camera is used to organize

the rendered images from each local part camera. As discussed in

Sec. 3.2.4 (design foundation (F10)), viewpoints that result in non

coincidence of parts on the image (i.e., not more than one part

appearing on each pixel) are preferred. The view from the master

camera helps to define the local part camera frames by prioritizing

visibility in the final composition.

To determine the master view direction
ˆd𝑀 we follow the ap-

proach of Secord et al. [2011], where several attributes are defined

for identifying preferred visual viewpoints. We notice that view-

points that maximize the silhouette length result in decreased part

coincidence. Silhouette length is defined as the overall length of the

object’s silhouette in the camera’s image plane. E.g., in Fig. 6(D),

overlap between the handle and main container is small when

viewed from a direction that maximizes silhouette length.

Next, we align the up-vector of the camera û𝑀 with the up-

vector of the object. This results in a top to bottom layout in the

final illustration (i.e., the base of the object is positioned at the

bottom of the illustration), which is a natural choice and follows

the Braille Authority of North America (BANA) guidelines and

standards for tactile graphics [2010] (6.11). Note the object up-vector

is not considered in Secord et al. [2011] for viewpoint selection. We

fix the up-vector and constrain the camera location to a ring centered

in the object (see Fig. 5(b)).

4.3 Part Camera Placement
Next, we determine a local frame for each part camera. As discussed

in Sections 3.2 and 3.2.4 (design foundation (F8)), canonical views

tend to improve shape understanding for blind users. To identify
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Fig. 5. Overview of our pipeline for the design of tactile illustrations. (a) Input model, colors represent different parts of the faucet. (b) Master camera
placement (inset box shows camera view). (e) Local cameras are assigned to each part (inset boxes show camera views). (f) The image layers are composited;
positioning of each layer is guided by the master camera and the part connectivities (d). (g) Infill textures are generated based on cross sections of each part
(black represents raised areas). (h) The fabricated illustration created with microcapsule paper.

Fig. 6. Different metrics considered for finding the master camera place-
ment. The viewpoints maximize: (A) Silhouette Curvature Extrema, (B) Sil-
houette Curvature, (C) Projected Area, (D) Silhouette Length, (E) Surface
Visibility, (F) Maximum Depth, (G) Depth Distribution, (H) Viewpoint En-
tropy. The maximum silhouette length (D) decreases part occlusion.

the canonical viewpoint for each part we first extract a coordinate

frame {ê1, ê2, ê3} using PCA, similar to Vranic et al. [2001].

We next extract a one dimensional skeleton for each part using

the mean curvature skeleton by Tagliasacchi et al. [2012] (see white

lines in Fig. 5(c)). We reject the PCA axis that most closely aligns

with the skeleton, which will be important later when creating infill

textures.

Between the remaining axes we choose the direction correspond-

ing to the largest projected area. For simplicity this is done heuris-

tically by aligning a bounding box to the frame (see Fig. 5(c)), and

selecting the axis corresponding to the largest face on the bounding

box (i.e. face with normal ê𝑖 ). Between the ±ê𝑖 directions, we choose
the one that gives a viewing direction in the same half space as the

master camera, where local camera viewing direction is
ˆd𝑃 = ∓ê𝑖 .

The part camera location is given by p𝑃 = c𝑃 − 𝑟 ˆd𝑃 , where c𝑃 ∈ R3

is the centroid of part 𝑃 and 𝑟 is the distance to the camera (r > 0).

The part 𝑃 is centered in the local camera viewport.

4.4 Cross Section Textures
The next step is to create the infill textures. Compared to the BANA

standard [2010] which uses uniform textures to denote semantic

regions, we choose to incorporate properties of surface geome-

try motivated by design foundations (F3, F4, F11). Many meth-

ods have been explored for creating interior lines and textures in

non-photorealistic rendering, such as hatching and cross-hatching

[Kalogerakis et al. 2012] or apparent ridges [Judd et al. 2007]. How-

ever these approaches are based on illumination effects of shading

or view-dependent properties which are not relevant to blind users

for tactile perception of 3D forms. Similar to Deussen et al. [1999]

we choose to create texture infills using cross section boundaries to

illustrate the geometry of each part.

As noted in Sec. 4.3, for each part we extract a 1D skeleton using

the method of Tagliasacchi et al. [2012]. We initialize the cross

sections to be uniformly sampled along the skeleton, with normals,

n̂𝑐𝑠 , aligned with the local skeleton direction. Next, to allow for

visibility of cross-sections on the image and remove perspective

distortion, each cross section is flattened by rotating to lie parallel

to its corresponding part camera view plane (see Fig. 5(g) and Fig. 7).

The skeleton sample point remains fixed with the rotation axis given

by
ˆd𝑃 ×n̂𝑐𝑠 , where ˆd𝑃 is the view plane normal for local part camera

𝑃 . We then render a line for each cross section silhouette from the

corresponding part camera. The layering of cross section silhouettes
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Fig. 7. The chair displaying the bounding box and skeleton for each part (a).
Cross sections sampled uniformly along the skeleton. The cross sections of
each part as seen from their corresponding local cameras (c), and after the
flattening operation (d).

in the image follows the sampling ordering along the skeleton (see

pseudocode in Alg. 1).

The spacing of cross section lines considers limits on resolution

for tactile perception. The cutaneous system has poor spatial reso-

lution compared to vision [Blake and Sekuler 2006; Lederman and

Klatzky 2009; Way and Barner 1997], such that high frequency de-

tails are lost when haptically perceiving raised lines. We follow

recommendations from the BANA guidelines [2010] of 2-3mm gaps

between elements to be distinguishable by hand.

ALGORITHM 1: FlattenedCrossSections (𝑆𝑘 , Shape𝑃 , ˆd𝑃 )

Input: 𝑆𝑘 = [sk1 . . . sk𝑛 ] a sequence of regularly sampled points

on the skeleton. The geometry of the part, Shape𝑃 . View
plane normal

ˆd𝑃 for camera of part 𝑃 .
Output: Cross sections𝐶𝑆 = [𝑐𝑠1 . . . 𝑐𝑠𝑛 ] parallel to view plane

and layered. Each 𝑐𝑠 defined by sample point from skeleton

b𝑐𝑠 , normal n̂𝑐𝑠 , and Boundary𝑐𝑠 .
1 for sk𝑖 ∈ 𝑆𝑘 do // Extract cross sections along skeleton

2 b𝑐𝑠𝑖 ← sk𝑖
3 n̂𝑐𝑠𝑖 ← local tangent direction at sk𝑖
4 Boundary𝑐𝑠𝑖 ← Shape𝑃

⋂
CuttingPlane(b𝑐𝑠𝑖 , n̂𝑐𝑠𝑖 )

5 𝑐𝑠𝑖 ←CrossSection (b𝑐𝑠𝑖 , n̂𝑐𝑠𝑖 , Boundary𝑐𝑠𝑖 )
end

7 for 𝑐𝑠𝑖 ∈ 𝐶𝑆 do // Align cross sections with view plane

8 if ˆd𝑃 ≠ n̂𝑐𝑠𝑖 then
9 RotAxis← ˆd𝑃 × n̂𝑐𝑠𝑖

10 PivotPt← b𝑐𝑠𝑖
11 RotAngle←Angle (− ˆd𝑃 , n̂𝑐𝑠𝑖 )
12 𝑐𝑠𝑖 ←RotateCrossSec (𝑐𝑠𝑖 , RotAxis, PivotPt, RotAngle)

end
14 b𝑐𝑠𝑖 ← b𝑐𝑠𝑖− SmallStep ∗i ∗ ˆd𝑃

end
16 return𝐶𝑆

4.5 Part Camera Up-Vector Alignment
We next align the orientation of the local part cameras. In Section

4.3 we determined the view direction for each part camera,
ˆd𝑃 ,

prioritizing the direction ofmax projected area for the part. However,

the up-vector orientation of the camera, û𝑃 , was left ambiguous.

Our approach takes into account the master camera viewpoint and

connectivity of parts within the 3D object. As an initialization we

use the vector field provided by Lopes et al. [2013] – the vertical axis

is the master camera up-vector, û𝑀 , the normal vector corresponds

to the local camera view direction,
ˆd𝑃 , and the tangent given by the

vector field provides an initial guess for û𝑃 .
The next step is to identify connection points between adjacent

parts. For each part 𝑃 𝑗 , we collect the set of adjacent parts A 𝑗 . We

assign a representative point a𝑖 𝑗 ∈ R3
to each connecting part 𝑃𝑖 , for

𝑖 ∈ A 𝑗 , computed as the centroid of the contact surface between 𝑃 𝑗
and 𝑃𝑖 . The part centroids c𝑗 and connection points a𝑖 𝑗 are shown
for the faucet in Figure 5(d).

We make a slight adjustment for the reference “center” point of

the part, c̄𝑗 . If there is only one connection point, the center of the

part c̄𝑗 coincides with the mesh centroid. Otherwise the average

of all connection points is used. We then compute a rotation for

each part camera’s up-vector, û𝑗 , such that the relative horizontal
positioning between c̄𝑗 and a𝑖 𝑗 is the same when viewed in the

master and part camera image planes (see Fig. 5(f), 8). To achieve

this we use the following steps:

Recall that we are using orthographic cameras, where the object

size in the image plane does not diminish with depth. We define the

vector v = a𝑖 𝑗 − c̄𝑗 in world space. The horizontal distance in the

master camera image is given by𝑤 = v · x̂𝑀 , where x̂𝑀 is the 𝑥-axis

of the master camera viewport. We then determine the rotation

angle 𝜃𝑖 𝑗 of the camera frame around the view direction
ˆd𝑗 . The

angle is chosen such that v · x̂′
𝑗
= 𝑤 , where x̂′

𝑗
is the 𝑥-axis of the

viewport for part camera 𝑗 after rotation (see Fig. 8).

We repeat the same process for all connection points of the part

and use the average rotation,
¯𝜃 𝑗 = avg

(
𝜃𝑖 𝑗

)
𝑖∈A 𝑗

as the final align-

ment of the up vector, û′
𝑗
= R(− ¯𝜃 𝑗 )û𝑗 . The rotation axis is the

viewing direction
ˆd𝑗 .

4.6 Compositing Part Renderings
The final stage is to combine the images from each local part camera

to create the composited illustration. We compute a depth value

for each part, calculated as the distance from the master camera

location, p𝑀 , to the furthest vertex of the part’s bounding box (in the

master camera coordinate frame). The order controls the layering

Fig. 8. Alignment of the part camera up-vector. (a) Input object as seen from
the master camera. (b) Center and connections for the tabletop from the
part camera view (top) and master camera view (bottom). Angle computed
so that horizontal distances of connections, 𝑤, match the master camera
view. (c) Final upright orientation of the local camera, û′𝑗 .
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Fig. 9. Aligning part camera image layers. (a) The input model as seen from
the master camera. (b) If the centroids in the master camera view are used
for aligning part renderings, the resulting image is disconnected. (c) Instead,
the connection points are used for aligning image layers.

with which images appear on the multi-projection illustration. The

default is to start from the farthest and move to the closest part.

The user may choose to change the ordering manually since this

does not handle many occlusion cases, e.g., where parts close to the

camera completely occlude other parts.

Initially all image layers are stacked such that their local frames

align (i.e., image centers coincide). We traverse the graph of all parts

starting with the farthest part, where nodes are the parts 𝑃 𝑗 , and

edges are their part connectivityA𝑖 𝑗 . When we traverse the edge 𝑖 𝑗 ,

i.e., a connection from part 𝑃 𝑗 to its adjacent part 𝑃𝑖 , we update the

position of the image layer from part camera 𝑖 . The image layer is

translated to enforce the part renderings to align at their connection

point (Fig. 9). The translation vector is given by t𝑗 ∈ R2
:

t𝑗 = proj𝑗 (a𝑖 𝑗 ) − proj𝑖 (a𝑖 𝑗 )

where proj𝑖 (a𝑖 𝑗 ) is the projection of connection point a𝑖 𝑗 in the

image plane of part camera 𝑖 . After applying the transformations,

the connection points from different camera renderings align on the

image plane. Note we assume no cycles exist, this procedure does

not handle cases where the connectivity of parts forms a multiply-

connected graph rather than a tree.

As a final post-processing step, we create an outline around each

of the part textures of 1mm thickness, and enforce a 3mm wide gap

between each part (see implementation details in Sec. 6). This helps

to differentiate between parts, following BANA guidelines [2010].

Renderings for the tactile illustrations of a selection of objects can

be seen in Fig. 5(g) and Fig. 10.

5 USER STUDY 3: EVALUATION
We conducted a user study to evaluate the effectiveness of our novel

tactile diagrams. The study included an object recognition task, in

which participants with near or total blindness were invited to a

controlled lab environment to identify a set of daily objects through

the proposed tactile illustrations.

5.0.1 Apparatus and Participants. Our study consisted of 20 blind

participants: 12 female, aged between 26 and 72, and 14 congenitally

blind. Seven objects were used in the study, we chose common

household objects that would be familiar to the participants (in the

order presented): monitor, square table, headphones, chair, curved

monitor, round table, and faucet (See Fig. 10). For each object, the

study materials included:

(1) Three variations of the 3D reference object (Fig. 12). All three

versions were physically fabricated using 3D printing.

(2) One tactile illustration generated with our technique (Fig. 10).

Fabricated with microcapsule paper (Fig. 11).

(3) One tactile illustration designed following BANA guidelines

as a baseline. Fabricated with microcapsule paper.

Including variations of the 3D objects allowed us to measure how

well our illustration technique helps participants precisely perceive

the 3D geometry information and recognize subtle differences be-

tween the reference objects and their variations. To create variations

of the 3D reference objects, each model was modified by either a

replacement operation, subtraction, or addition of parts. The varia-

tions of the objects are as follows (see Fig. 12):

• Monitor 1: changes in base design

• Table 1: leg design (rectangular vs. cylindrical cross section,

and cylindrical with connectors)

• Headphones: size of ear cushion and outer shape of earpieces

• Chair: curved vs. flat back, and presence of cushion

• Monitor 2: curved vs. flat screen and CRT style

• Table 2: number of legs and straight vs. tilted shape

• Faucet: number and shape of lever arms on handles

• Jug (training example): cross section shape of main container

Example materials for the chair are shown in Figure 13. Materials

for all objects in the study are included in Supplemental Materials.

5.0.2 Task and Procedure. The tactile illustrations were presented
to our participants, whose task was to find the corresponding 3D

reference object. A baseline was included to allow us to measure the

performance of our technique over the state-of-the-art. The baseline

was produced by following the Braille Authority of North America

(BANA) guidelines [2010]. See sample materials for the chair object

in Fig. 13. Participants were trained in how to interpret the tactile

illustrations using the jug example. The procedure was as follows:

(1) Participants were given materials for one object at a time

consisting of three variations of the object (3D printed), and

one illustration of “type A”.

(2) The participant was asked to choose which one of the three

object variations most closely matched the illustration.

(3) Steps (1) and (2) were repeated for all seven objects.

(4) Steps (1-3) were then repeated using illustrations of “type B”.

For half of the participants “type A” was the baseline (BANA guide-

lines) and “type B” was our illustrations. For the other half of par-

ticipants the illustration type was reversed. We chose to use only

three variations of the reference object to avoid cognitive overload,

this was determined after running a small pilot study.

Our quantitative measures included matching rate, which mea-

sures the number of times participants were able to correctly match

a tactile illustration with the corresponding 3D object. Qualitative

observations were also collected to assess how easy it was for partic-

ipants to understand the 3D shape information shown in the tactile

illustrations and identify the subtle differences between them.

5.0.3 Observations. We analyzed the data using a generalized linear

mixed model for a comparison between the baseline BANA illustra-

tions and our technique, considering each response an individual

sample. The network includes two fixed effects: design and object,

and a random effect: participant, and is built on a family of binomial

distributions. The variable object has seven levels (monitor 1, table
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Fig. 10. Resulting designs for tactile illustrations using our technique, with 3D input models shown.

Fig. 11. Photo of tactile illustration of the monitor, including close-up view
of the base. Fabricated with microcapsule paper.

1, headphones, chair, monitor 2, table 2, and faucet) and the design

has two (BANA, our technique). To compare success rates within

each object we do Post-Hoc pairwise comparisons on estimated

marginal means and apply Bonferroni corrections [Lenth 2019].

The mean success rate in matching the correct 3D reference ob-

ject to the tactile illustration was 58% for our technique versus 29%

for the BANA baseline. We found that there exists a significant

difference in shape understanding among the two types of illus-

trations (𝜒2 (1, 𝑁 = 140) = 22.77, 𝑝 < 0.005). Figure 14 shows the
mean success rate over all objects, as well as per object success rates.

Confidence intervals are computed by standard error. There is also

a significant effect of Object (𝜒2 (6, 𝑁 = 140) = 31.55, 𝑝 < 0.005).
Post-hoc analysis shows that higher success rates were observed for

our technique for the majority of objects, with monitor 1, chair, and

faucet remarkably better, with an improvement of ≥ 45% in mean

success rate (all 𝑝 < 0.005). Table 1, monitor 2, and table 2 also have

large improvement (e.g., improvement of ≥ 15% in mean success

rate), but without statistical significance. An exception to this trend

is the headphones where participants responded more accurately

using the BANA baseline (𝑝 < 0.05). Figure 15 compares results be-

tween congenitally (14) and late (6) blind participants. Both groups

show better success rate with our technique.

Although our results are promising, there were still misconcep-

tions caused by our technique. One observation was that overlap-

ping parts were sometimes overlooked. For example, in our illustra-

tion for table 1 (square top, see Fig. 10) one of the legs is entirely

contained by the tabletop. Several participants were unable to locate

this leg, likely since the silhouette was not easily discoverable.

The headphones were the one object with poorer mean success

rate than the baseline. We found that participants were not using the

infill textures to understand the shape of the earpieces, rather they

were judging shape just by the outline which may have indicated a

spherical instead of cylindrical shape. Another consideration was

the lack of symmetry in our illustration – although identical, the

two earpieces were shown from different views which produced

different silhouettes and seemed to confuse participants.

In order to understand user perception of our new illustration

style, we conducted a usability survey based on the System Usability

Scale (SUS) [Brooke 1996]. With a maximum score of 100 we found

similar scores on average of 65 for our technique and 62 for the

BANA baseline. This result also indicates that participants tended

to be open to new ideas and solutions for the improvement of tactile

illustrations.

At the end of the study we collected additional unstructured

feedback from participants, summarized here:

Infill textures. Participants had positive feedback on the infill

textures for both our technique and the BANA baseline approach.

Participants found the BANA textures useful for differentiating

between different parts (2 users). In contrast, our textures were

useful for understanding shape details (2 users).

Participants generally liked the textures in our illustration tech-

nique, with two users saying it is a consistent way to represent

shapes, and four users saying the shape could be felt clearer/easier.

Other positive remarks were that the designs were “more detailed,”

“interesting,” and that the textures were “more tactile.” Specific use

cases were suggested, including art objects in a museum (e.g., stat-

ues), and for depicting architecture (e.g., Cape vs. Victorian roof

styles or different pillar styles). Three users raised concerns, mostly

related to the clutter that the lines created, which made the illus-

tration feel “complicated” and “everywhere the same,” so that they

could not easily identify “where one piece starts and where it stops.”

Multiple viewpoints. Participants generally appreciated that our

technique created a single unified illustration, “there was only one

shape to look at.” Two participants commented that our technique
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Fig. 12. For each 3D object included in User Study 3: Evaluation, we created three versions with minor geometric variations. Beige regions are identical among
the three versions; green regions have been modified. The models were 3D printed so that participants could compare (by touch) the 3D objects depicted in
the 2D tactile illustrations. The tactile illustrations shown in Fig. 10 correspond to the middle version in each case.

represents the shape more effectively, is more simplified, and con-

veys the object more efficiently. One participant commented: “If I

had seen the diagrams [our technique] and not the objects, but I

was told that the diagram was a chair, then I could have interpreted

it. But once we moved to different angled views [BANA baseline]

that became less and less something I would be confident about.”

However, three users found difficulties in interpreting our illustra-

tions, saying they looked more like an “artist drawing” and “more

3-dimensional,” and not knowing the view was problematic.

Regarding the BANA baseline illustrations, four participants com-

mented that it was difficult to explore multiple views (e.g., top and

side) which they later needed to match and compare. E.g.: “in some

of the views you did not see all the object, you did not understand

what you were looking at, you had to use both of them and kind of

put them together or use what information you could get from the

one that made the most sense.” This response highlights the benefits

of a single illustration.

Fabrication issues. One participant noted that he would like not

only thickness differences in lines, but also height differences, while

another commented that he would prefer sharper lines.

6 FABRICATION AND IMPLEMENTATION DETAILS
Implementation Details. The skeleton extraction uses the CGAL

implementation of the mean curvature skeleton [Tagliasacchi et al.

2012]. To create the renderings for User Study 2, we extracted lines

using Freestyle [Grabli et al. 2008], making modifications manually

when needed in Adobe Illustrator. We created lines of 1mm thick-

ness with 3mm wide gaps between different object parts and then

modified according to BANA guidelines [2010]. To create the BANA

baseline renderings for User Study 3, we follow the same approach,

using five pre-made textures tested with a blind individual for their

identifiability. When creating illustrations with our technique for

User Study 3, we created an outline around each part texture using

Adobe Illustrator. We set the texture line thickness at 0.5mm, and

the outlines and gaps are the same as User Study 2. As some manual

steps were used in creating the outlines, this post-processing stage

prevented large-scale evaluation of our pipeline.

3D Reference Objects. The 3D objects in User Study 2 were selected

from online repositories: archibaseplanet.com, archive3d.net, and

www.thinginverse.com. For User Study 3, the 3D reference objects

were selected from the PartNet dataset [Mo et al. 2019]. PartNet

objects are pre-partitioned and provided in up-right orientation.

Variations of the objects were created using Blender 2.79.

Fabrication Details. The objects in User Study 2 were fabricated

with a Form 3 SLA 3D printer. The objects in User Study 3 were fabri-

cated with a UPrint FDM 3D printer and Form 3 SLA 3D printer. The

same printer was used for all variations of an object for consistency.

To fabricate the tactile illustrations we used microcapsule paper.

The capsules expand under heat application, which was applied

with laser engraving. We used an Epilog laser cutter with settings:

60 Watts, 100 speed, and power ranging between 12 to 15. Alterna-

tively: 40 Watts and speed ranging between 16 to 20. Each image

takes 20 to 30 minutes to complete.

7 DISCUSSION

7.1 Limitations & Future Work
We have presented a new methodology for generating tactile il-

lustrations. We introduced a preliminary algorithm that integrates

design considerations on tactile graphics motivated by a set of for-

mative studies. However, many opportunities exist for improving

the technique and experimenting with alternative stylizations. For

example, further investigation could be done into selecting optimal

viewpoints for parts, and layering images appropriately to handle
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Fig. 13. Example materials for User Study 3: Evaluation. Participants are
given three variations of the object (row 1), produced by 3D printing (row
2). They are given one tactile illustration style – either our new multi-
projection style (row 3, left) or the BANA baseline style (row 3, middle-right).
Illustrations are produced using microcapsule paper (row 4). Participants
are asked to identify which of the three variations matches the illustration.
(See Supplemental Materials for all materials used in study 3).

occlusions. We also hope to scale up to more complex objects while

maintaining a usable level of detail. Future work should investigate

how shapes that are not approximated well by 1D skeletons can

be represented (e.g. objects with concavities such as bowls). Future

work can also develop treatment for objects with cycles. Currently,

each part is positioned to coincide with its parent connection, and a

part that closes a cycle is not taken into account.

Furthermore, symmetry has been shown to be a key characteristic

of tactile shape perception [Bauer et al. 2015], as our user study also

indicates, and should be integrated into the design process in future

work. Similarly, our method could incorporate special handling of

repetitions within an object to communicate identical parts. Addi-

tionally, our method could be developed to incorporate other tactile

Fig. 14. User Study 3 results, shows mean success rate for matching tactile
illustration to correct 3D object. Results shown for average over all objects,
and per object success rates.

Fig. 15. User Sudy 3 results, shows mean success rate for matching tactile il-
lustration to correct 3D object. Grouped by age of vision loss (self-identified).

saliency properties, such as the functional tactile saliency metrics

developed by Lau et al. [2016] which was based on grasping.

Our illustrations aim to convey shape characteristics that make

designs distinct from one another. Future studies could also test the

effects of our illustration style on object recognition tasks (e.g. rec-

ognizing ‘chair’ as the object category, rather than differentiating

between variations of an object). Further, an ablation study was

beyond the scope of our study resources but would be valuable as

future work, for example, to study the effect of multi-projection

rendering with standard textures.

Our technique relies on a semantically segmented object. Skeleton-

based segmentation could be applied, e.g., Livesu et al. [2017], Zhou

et al. [2015], Tagliasacchi et al. [2016]. The segmentation could also

be obtained with machine-learning approaches, which have recently

shown improved performance over traditional approaches [Kaloger-

akis et al. 2010; Xu et al. 2015].

Finally, other stylizations could be explored, such as exploded

diagrams [Li et al. 2008] which might allow for better visibility of

occluding parts, abstraction using characteristic curves [Mehra et al.

2009] or geometric primitives to handle more complex geometry,

or abstractions such as skeletons to emphasize topological relation-

ships. We also see opportunities for integration with interactive

tactile graphics, e.g., combined with interactive audio feedback, dy-

namic markers [Suzuki et al. 2017], or refreshable tactile graphics

ACM Trans. Graph., Vol. 39, No. 4, Article 89. Publication date: July 2020.



89:12 • Panotopoulou et al.

displays where low resolution pin-based stimuli will present new

challenges [Brauner 2016].

7.2 Conclusion
We have successfully built a general pipeline for the design of tactile

illustrations to improve 3D shape understanding for blind individu-

als. We have also designed a user study to evaluate the effectiveness

of the illustrations, whichwe implemented on a selection of common

household objects. We are the first to create a systematic approach

that can generate tactile illustrations for objects with complex 3D

geometry. We demonstrate promising results, showing significant

improvement compared to baseline guidelines for tactile illustration

design.

Providing a tool that creates tactile illustrations is integral as

a resource for the blind community to allow them to gain access

to visual information. For example, our illustrations could be used

as a tool to depict products, from furniture in a store catalogue,

to art pieces in a museum, to object repositories for 3D printing.

An exciting area of future work would be to use our illustration

algorithm as a language to build a design tool for the blind. As one

of our study participant mentioned: “One of the biggest difficulties

blind people have is getting an idea out of my head and into your

head."
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